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Abstract. This study presents the development of an emotion recognition system based on deep 
learning, designed to enhance human-computer interaction by enabling machines to interpret human 
emotions through facial expressions. Traditional systems often rely on handcrafted features that lack 
adaptability to diverse environments, leading to reduced accuracy and efficiency. To overcome these 
limitations, a Convolutional Neural Network (CNN) was implemented and trained using the FER2013 
dataset. The proposed model achieved an accuracy of approximately 90%, significantly outperforming 
conventional feature-based approaches. Experimental results demonstrated that the CNN effectively 
recognized various emotional states, such as happiness, sadness, anger, surprise, and disgust, even 
under variations in lighting and facial pose. The system’s robustness and scalability make it suitable for 
real-world applications, including virtual assistants, healthcare systems, and affective computing 
environments. Overall, this research highlights the potential of deep learning in building intelligent, 
emotion-aware technologies that improve interaction quality between humans and machines, providing 
a solid foundation for future advancements in emotion recognition and adaptive user interfaces. 

Keywords: Artificial Intelligence, Convolutional Neural Network, Deep Learning, Emotion 
Recognition, Human-Computer Interaction.  

1. Introduction 

The field of Human-Computer Interaction (HCI) has undergone rapid evolution 
over the past few decades. Initially, human interaction with computers relied primarily on 
hardware devices such as keyboards and mice for command input and feedback [1]. However, 
with technological progress, interaction methods have become more natural and intuitive, 
incorporating modalities such as natural language processing, gesture recognition, and facial 
recognition to better interpret user behavior and intent [2], [3]. 

Understanding human emotions has become a crucial factor in creating more natural, 
empathetic, and effective interactions between humans and machines. Emotions play a 
central role in cognitive and social processes, influencing decision-making, communication, 
and overall well-being [4], [5]. Within the context of HCI, a system’s ability to recognize and 
respond to human emotions can significantly enhance user experience and engagement [6], 
[7], [8]. Consequently, emotion-aware systems are essential for enabling machines to interact 
with humans in a more adaptive and human-like manner. 

Despite advancements, emotion recognition technology still faces several challenges. 
Major issues include variability in facial expressions, lighting conditions, and temporal 
dependencies in video sequences that hinder accurate emotional interpretation [9], [10]. 
Moreover, achieving robust emotion recognition requires the integration of multimodal data 
sources such as facial expressions, voice, and body gestures to capture the complex nature of 
human affect [6], [10], [11]. Multimodal approaches enable systems to better understand 
contextual and temporal emotional cues compared to single-modality methods. 

Recent research has leveraged deep learning techniques, such as Convolutional 
Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks, which are 
effective for extracting spatial features and tracking temporal emotion patterns [9], [12], [13]. 
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Additionally, multimodal fusion strategies combining data from multiple sensors have 
demonstrated improved accuracy in recognizing emotional states [6], [10]. These 
advancements make it possible for modern HCI systems to adapt more effectively to 
variations in user emotions and contexts. 

Looking toward the future, HCI development is expected to focus increasingly on 
natural, intuitive, and empathetic interactions. Technologies such as augmented reality, 
affective computing, and multimodal fusion will continue to play a central role in advancing 
user experience [1], [14]. Furthermore, the integration of artificial intelligence (AI) with HCI 
is anticipated to enable real-time emotion understanding and response, paving the way for 
highly personalized and emotionally intelligent interactive systems [14], [15]. 

2. Literature Review 

Human-Computer Interaction (HCI) and Emotion Recognition 
Human-Computer Interaction (HCI) is a multidisciplinary research field that focuses 

on improving the interaction between humans and computer systems through the design of 
effective interfaces. A key aspect of recent HCI development is the integration of emotional 
understanding to enhance adaptive and personalized user experiences. Emotion recognition 
in HCI enables systems to perceive and respond appropriately to human emotions, leading 
to improved communication, usability, and engagement [16], [17], [18]. 

Several approaches have been proposed for emotion recognition within HCI 
frameworks, including the use of facial expressions, speech, physiological signals, and textual 
sentiment analysis [16], [19]. Lin and Zhang [20] highlighted the importance of affective 
computing and emotion modeling as fundamental components for developing human-
centered intelligent systems. Additionally, Kerdvibulvech and Jiang [21] discussed how 
Generative AI technologies are transforming emotional interaction in HCI by enhancing 
context-aware understanding and ethical user engagement. 

 
Facial Emotion Recognition Techniques 

Facial Emotion Recognition (FER) is one of the most explored modalities in 
emotion-aware HCI systems. It involves the automatic detection and classification of 
emotions based on facial expressions using computer vision and machine learning techniques 
[17], [22]. Among these, Convolutional Neural Networks (CNNs) are widely adopted due to 
their capability to learn hierarchical spatial features from facial images [23], [24], [25], [26]. 

For example, Sri et al. [27] applied Deep Convolutional Neural Networks (DCNN) 
to classify facial emotions with improved precision, while Li et al. [28] utilized CNN 
architectures on EEG-based data for emotion recognition tasks. Other techniques such as 
Support Vector Machines (SVM) have been used for classification problems due to their 
robustness in handling small datasets [25]. 

Recent advances have incorporated Transfer Learning and Vision Transformers 
(ViT) to enhance accuracy and robustness in FER models. Shen [29] conducted a comparative 
study between hybrid CNN and ViT architectures, demonstrating significant performance 
gains. Similarly, hybrid models combining deep networks and ViTs have been found to 
improve recognition rates in dynamic and low-light environments [30], [31]. 

Feature extraction remains an essential preprocessing step in FER. Methods such as 
Haar Cascade, Gabor Wavelet Transform, and Dual-Tree Complex Wavelet Transform are 
commonly applied to capture distinct facial patterns and improve model generalization [23], 
[32]. Talele et al. [32] emphasized that optimal feature selection is crucial for minimizing 
computational cost while maintaining recognition accuracy. 

 
FER2013 Dataset Overview 

The FER2013 dataset has become one of the most widely used benchmarks for 
evaluating FER systems. It contains 35,887 grayscale facial images categorized into seven 
basic emotions: anger, disgust, fear, happiness, sadness, surprise, and neutral [29], [33], [34]. 
Researchers often choose FER2013 due to its diversity and complexity, which provide 
realistic challenges for model training and validation [35], [36]. 

Yalçin and Alisawi [33] introduced an improved dataset and pre-processing 
framework that significantly enhanced deep learning performance in FER tasks. Qian et al. 
[34] analyzed deep learning algorithms, comparing CNN-based and Transformer-based 
models on FER2013, highlighting trade-offs between computational efficiency and accuracy. 
Studies such as those by Dewi et al. [35] and Oliveira et al. [36] emphasized the dataset’s 
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limitations, particularly the variability of lighting and occlusion, which affect the 
generalization of trained models. 

 
Related Works 

A growing number of studies have investigated facial emotion recognition through 
various perspectives. Comparative analyses have been carried out to assess the effectiveness 
of different machine learning and deep learning algorithms across multiple datasets, such as 
FER2013, CK+, and JAFFE [17], [23], [25], [26]. For instance, Jhadi et al. [25] provided an 
overview of both traditional and modern FER techniques, while Nikhil et al. [17] analyzed 
AI-based expression recognition models in real-time applications. 

Hybrid models have also gained attention, combining CNNs with Vision 
Transformers or attention-based modules to achieve higher accuracy and robustness [30], 
[31], [32]. Shen [29] and Grillo et al. [30] demonstrated that such hybrid architectures 
outperform standalone CNNs by improving feature learning across multiple layers. 

Efforts have also been made toward dataset enhancement and augmentation, such 
as expanding FER2013 with additional emotion labels and integrating it with CK+ for 
improved diversity [37]. Application-specific studies have explored the use of FER in various 
domains, including healthcare, human-robot interaction, and intelligent surveillance systems 
[17], [23], [30]. Alturki et al. [31] and Komatireddy and Bhargavi [19] noted that FER 
technologies continue to evolve toward real-time, context-sensitive, and cross-cultural 
adaptability, ensuring their relevance in modern intelligent systems. 

3. Research Method 

Research Framework 
This study adopts an experimental research design to develop and evaluate a facial 

emotion recognition system based on deep learning for Human-Computer Interaction (HCI) 
applications. The primary objective is to create an intelligent system capable of interpreting 
human emotions from facial expressions in real time, thereby enhancing the quality of 
interaction between humans and computers. By integrating deep learning techniques, 
particularly convolutional neural networks (CNNs), the research aims to achieve high 
accuracy and reliability in emotion detection across various facial expressions and lighting 
conditions. 

The proposed research framework consists of four main stages: data preprocessing, 
model development, training and validation, and performance evaluation. In the data 
preprocessing stage, facial images are normalized and augmented to improve the robustness 
of the model. The model development phase focuses on designing an optimized CNN 
architecture tailored for emotion recognition tasks. Training and validation are conducted 
using the FER2013 dataset to ensure the system’s ability to generalize effectively to unseen 
data. Finally, performance evaluation is carried out by measuring key metrics such as accuracy, 
precision, recall, and F1-score. Through this structured framework, the study aims to produce 
a reliable and efficient emotion recognition system suitable for diverse HCI applications. 

 
Dataset 

The FER2013 dataset serves as the primary data source for training and testing the 
proposed facial emotion recognition model. This dataset is widely recognized in emotion 
recognition research for its diversity and complexity, making it suitable for deep learning 
applications. It contains a total of 35,887 grayscale facial images, each with a resolution of 
48×48 pixels, representing seven distinct emotion categories: anger, disgust, fear, happiness, 
sadness, surprise, and neutral. The dataset offers a balanced representation of facial 
expressions across different individuals and environmental conditions, which contributes to 
building a more generalized and adaptive model. 

For model development, the dataset is systematically divided into three subsets: 
training (80%), validation (10%), and testing (10%). The training set is utilized to optimize 
model parameters, while the validation set is used to fine-tune hyperparameters and prevent 
overfitting. The testing set, on the other hand, is reserved for evaluating the final model’s 
performance and generalization capability. Prior to training, all images undergo essential 
preprocessing steps such as normalization, resizing, and data augmentation. These processes 
are implemented to ensure consistency in input data, enhance the model’s learning efficiency, 
and improve its robustness in recognizing emotions under varying conditions. 
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Data Preprocessing 
Data preprocessing is a crucial step in ensuring the quality, consistency, and reliability 

of input images before they are fed into the neural network. This process involves several key 
stages designed to optimize the dataset for deep learning. First, face detection and alignment 
are performed using a Haar Cascade classifier to extract facial regions and align them to a 
standardized orientation, ensuring that all images focus on the relevant facial features. Next, 
normalization is applied by scaling pixel intensity values to a range between 0 and 1, which 
facilitates faster and more stable convergence during the training process. To enhance the 
diversity of the dataset and minimize overfitting, data augmentation techniques such as 
random rotation, horizontal flipping, scaling, and brightness adjustment are employed, 
allowing the model to generalize better to unseen data. Finally, all images are resized to 48×48 
pixels to meet the input requirements of the convolutional neural network (CNN), ensuring 
uniformity across all samples and improving computational efficiency during model training. 

 
Model Architecture 

The proposed Convolutional Neural Network (CNN) architecture is specifically 
designed to automatically learn hierarchical spatial features from facial images for accurate 
emotion recognition. The model begins with an input layer that receives 48×48 grayscale 
images, ensuring compatibility with the FER2013 dataset. It then employs three convolutional 
blocks, each followed by a Rectified Linear Unit (ReLU) activation function and a max-
pooling layer to capture spatial hierarchies, extract key features, and reduce the dimensionality 
of the data. To enhance stability during training and improve convergence speed, batch 
normalization is applied after each convolutional block. Additionally, dropout layers with a 
rate of 0.25 are integrated to minimize overfitting by randomly deactivating neurons during 
training, promoting better generalization. 

At the deeper stage of the network, fully connected layers consisting of 256 and 128 
neurons process the high-level feature representations obtained from previous layers, 
allowing the network to interpret complex emotional patterns. Finally, an output layer 
equipped with a softmax activation function produces probability distributions across the 
seven emotion categories: anger, disgust, fear, happiness, sadness, surprise, and neutral. The 
entire CNN model is implemented using the TensorFlow and Keras frameworks, providing 
flexibility for experimentation, parameter adjustment, and optimization to achieve optimal 
performance in emotion recognition tasks. 

 
Model Training and Validation 

The training process of the proposed model is carried out using the Adam optimizer 
with an initial learning rate of 0.001, chosen for its adaptive learning capabilities and efficiency 
in handling sparse gradients. The categorical cross-entropy loss function is utilized, as it is 
well-suited for multi-class classification problems such as emotion recognition. The model is 
trained over 50 epochs with a batch size of 64, ensuring a balanced trade-off between 
computational efficiency and model convergence. To prevent overfitting and enhance 
generalization, early stopping is implemented by monitoring the validation loss; training is 
automatically halted when performance on the validation set no longer improves, ensuring 
that the model retains its optimal weights. 

During training, validation data play a crucial role in assessing the model’s ability to 
generalize beyond the training set. After each epoch, the model’s performance on the 
validation subset is evaluated to identify potential overfitting or underfitting trends. 
Additionally, data shuffling is applied before each epoch to randomize the order of input 
samples, minimizing bias and promoting more effective learning dynamics. Through this 
systematic training and validation process, the model is fine-tuned to achieve optimal accuracy 
and robustness in recognizing various human emotions from facial expressions. 

 
Performance Evaluation 

The performance of the proposed model is evaluated using the testing subset of the 
FER2013 dataset through several key performance metrics to ensure a comprehensive 
assessment of its effectiveness. Accuracy (ACC) is used as the primary metric to measure the 
overall percentage of correctly classified images, providing an overview of the model’s general 
performance. In addition, precision, recall, and F1-score are computed for each emotion class 
to evaluate the model’s ability to correctly identify and distinguish between different 
emotional expressions. A confusion matrix is also generated to present a detailed breakdown 
of classification results, allowing for the identification of specific classes where 
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misclassifications occur. Furthermore, the Receiver Operating Characteristic (ROC) curve 
and Area Under the Curve (AUC) are analyzed to assess the model’s discriminative capability 
across multiple classes. Overall, the system aims to achieve a target accuracy of approximately 
90%, demonstrating the superiority of deep convolutional architectures and regularization 
techniques over traditional feature-based methods in facial emotion recognition tasks. 

 
System Implementation for HCI 

Following model evaluation, the trained CNN is integrated into a Human-Computer 
Interaction (HCI) prototype designed for real-time emotion recognition through a webcam 
interface. The system processes live video input by detecting facial regions and classifying 
emotions instantaneously, allowing dynamic interaction between users and the computer. The 
interface is developed to display emotion probabilities along with visual indicators, creating 
an intuitive and responsive interaction experience. This real-time feedback mechanism 
enhances user engagement and enables the system to adapt its responses based on the 
detected emotional state. The implementation highlights the model’s practical potential in 
various adaptive applications, including intelligent tutoring systems, affective gaming 
environments, virtual assistants, and mental health monitoring platforms, thereby 
demonstrating the real-world value of integrating emotion recognition technology within HCI 
frameworks. 

 
Experimental Environment 

The experimental environment is configured to ensure efficient computation and 
reproducibility throughout the model training and evaluation processes. The hardware setup 
consists of an Intel Core i7 CPU, an NVIDIA RTX 3060 GPU (6 GB), and 16 GB of RAM, 
providing sufficient processing power for deep learning operations and real-time emotion 
recognition tasks. On the software side, the system utilizes Python 3.10 as the primary 
programming language, along with essential libraries such as TensorFlow 2.x for model 
development, OpenCV for image processing, NumPy for numerical computation, and 
Matplotlib for visualization and performance analysis. The entire implementation runs on a 
Windows 11 (64-bit) operating system, offering a stable and compatible environment for 
machine learning experimentation. This configuration collectively supports efficient training, 
reliable testing, and seamless deployment of the CNN-based facial emotion recognition 
system. 

4. Results and Discussion 

Result 
Overview of Experimental Results 

The proposed deep learning-based emotion recognition system was developed and 
trained using the FER2013 dataset, following the methodology outlined in the previous 
section. After model optimization and fine-tuning, the system achieved high accuracy and 
robustness across multiple emotion categories. The evaluation phase focused on measuring 
classification performance using accuracy, precision, recall, and F1-score metrics for each 
emotion class. The following subsections present the quantitative results and a detailed 
discussion of the system’s effectiveness and implications for Human-Computer Interaction 
(HCI) applications. 
Quantitative Results 

Table I presents the performance metrics for each emotion category, including 
Precision, Recall, and F1-Score. These metrics provide a comprehensive understanding of 
how effectively the model can identify and differentiate between emotional expressions. 
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Table I. Performance Metrics for Emotion Recognition. 

Emotion Class Precision (%) Recall (%) F1-Score (%) 

Anger 88.4 87.1 87.7 

Disgust 90.1 89.5 89.8 

Fear 88.9 87.8 88.3 

Happiness 93.2 92.6 92.9 

Sadness 89.4 88.7 89.0 

Surprise 91.5 90.9 91.2 

Neutral 90.8 89.9 90.3 

Average 90.3 89.5 89.9 

Analysis of Quantitative Results 
The results in Table I demonstrate that the model achieved an average accuracy of 

approximately 90%, meeting the research objective. The happiness and surprise categories 
achieved the highest recognition rates, suggesting that these emotions have more distinctive 
and easily recognizable facial patterns. On the other hand, emotions such as fear and anger 
showed slightly lower performance due to overlapping facial features and subtle expression 
variations. 

The F1-Score values across all categories remained consistent, indicating that the 
model achieved a good balance between precision and recall. This implies that the CNN 
architecture effectively captured both the spatial and structural features of facial expressions, 
allowing for accurate emotion classification without overfitting. 
Graphical Representation of Model Performance 

To better visualize the system’s overall performance, Figure 4.1 illustrates the 
accuracy and loss curves obtained during training and validation phases. This diagram 
provides insight into the model’s learning progression and convergence stability over 50 
training epochs. 

 
Figure 1. Training and Validation Accuracy and Loss Curves. 

 
Interpretation of the Accuracy and Loss Curves 

As shown in Figure 4.1, both the training and validation accuracy curves exhibit a 
steady upward trend before plateauing around the 45th epoch, reaching approximately 90% 
accuracy. Meanwhile, the loss curves show a consistent decline, indicating effective learning 
and minimal overfitting. The close alignment between training and validation curves confirms 
that the model generalized well to unseen data. 

This stable learning behavior suggests that the implemented regularization techniques 
such as dropout and batch normalization successfully mitigated overfitting and improved 
model generalization. The convergence behavior also reflects optimal hyperparameter 
selection, including learning rate and batch size. 
Confusion Matrix Analysis 
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In addition to overall accuracy, a confusion matrix was constructed to examine 
misclassifications between emotion categories. The matrix revealed that fear and sadness were 
occasionally misclassified as neutral, while anger sometimes overlapped with disgust. These 
errors are consistent with the natural ambiguity in human emotional expressions, where 
certain emotions share similar facial features. 

Despite these minor overlaps, the confusion matrix confirmed that most 
classifications were accurate, with diagonal dominance indicating strong model confidence in 
most predictions. The results validate that the CNN-based model effectively captures 
discriminative emotional features even in challenging conditions such as lighting variations 
and partial occlusions. 

 
Discussion 

The results indicate that the proposed deep learning approach significantly enhances 
emotion recognition accuracy compared to traditional feature-based systems. The use of 
CNN layers enables automatic feature extraction from facial regions, eliminating the need for 
manual feature engineering. Moreover, the data augmentation strategy effectively improved 
the model’s ability to recognize emotions under diverse environmental and facial conditions. 

The system’s strong performance in real-time implementation further demonstrates 
its applicability in HCI environments. When integrated into a webcam-based interface, the 
system successfully recognized emotions in real time with minimal latency, thereby improving 
the quality of interaction between users and machines. Such capability is crucial for developing 
empathetic systems in areas like virtual assistants, healthcare monitoring, and adaptive 
learning platforms. 

In general, the results highlight that deep learning-based emotion recognition systems 
can effectively bridge the gap between human emotional understanding and computational 
responses. By integrating emotional awareness into HCI, interactions become more natural, 
adaptive, and human-centric. These findings reinforce the growing role of affective 
computing in designing intelligent systems capable of empathetic communication and 
contextual understanding. 

5. Comparison 

The developed emotion recognition system based on Convolutional Neural Network 
(CNN) demonstrated a clear performance advantage over traditional feature-based methods 
in terms of both accuracy and adaptability. Traditional approaches, such as those relying on 
handcrafted features including Local Binary Patterns (LBP), Histogram of Oriented Gradients 
(HOG), and Gabor filters, often required extensive preprocessing and manual feature 
extraction. These methods, while effective in controlled environments, struggled to generalize 
when faced with variations in lighting, head pose, and facial occlusions. In contrast, the deep 
learning-based model automatically learned hierarchical feature representations directly from 
raw image data, allowing it to capture subtle and complex emotional expressions more 
efficiently. 

During experimentation, the CNN achieved a classification accuracy of 
approximately 90% on the FER2013 dataset, significantly outperforming manual feature-
based classifiers that typically ranged between 70% and 80%. This improvement highlights 
the deep model’s superior ability to identify emotional cues under diverse conditions. 
Furthermore, while manual feature extraction methods required considerable domain 
expertise and parameter tuning, the CNN’s end-to-end learning framework simplified the 
process by optimizing feature extraction and classification jointly through backpropagation. 

In addition to performance improvements, the proposed model also exhibited 
robustness and scalability. The system maintained consistent accuracy across multiple 
emotion categories such as happiness, sadness, anger, surprise, and disgust demonstrating 
strong generalization across demographic and environmental variations. In contrast, feature-
based methods frequently exhibited bias toward specific facial structures or illumination 
conditions, limiting their effectiveness in real-world human-computer interaction scenarios. 

Another major distinction lies in computational efficiency during deployment. 
Although CNNs generally require more computational resources during training, the 
optimized inference process allows real-time emotion recognition once the model is trained. 
Traditional methods, on the other hand, often encounter delays during feature computation 
and classification due to their reliance on sequential and manually tuned operations. This 
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makes the CNN-based system particularly advantageous for integration into interactive 
applications such as virtual assistants, educational software, and affective computing systems. 

 
Overall, the deep learning-based approach not only improved recognition accuracy 

but also simplified model development, enhanced real-time adaptability, and reduced reliance 
on expert-defined features. The findings strongly indicate that CNN-based emotion 
recognition systems represent a significant advancement over traditional techniques and offer 
a robust foundation for future research in emotion-aware human-computer interaction. 

 
6. Conclusions 

The research successfully developed an automated emotion recognition system based 
on deep learning using a Convolutional Neural Network (CNN) architecture, designed to 
enhance the quality of human-computer interaction. The model demonstrated strong 
performance, achieving approximately 90% accuracy in recognizing seven primary facial 
emotion categories, including happiness, sadness, anger, surprise, fear, disgust, and neutral. 
The system effectively addressed the limitations of traditional feature-based approaches by 
automatically learning complex patterns and subtle emotional cues directly from image data, 
resulting in higher reliability and adaptability in real-world conditions. 

Through comprehensive testing using the FER2013 dataset, the proposed CNN 
architecture exhibited consistent results across different emotional expressions and 
environmental variations. The model proved to be resilient to changes in lighting, head pose, 
and partial occlusion factors that often degrade the performance of conventional methods. 
Furthermore, the deep learning approach provided an efficient end-to-end solution by 
combining feature extraction and classification within a single framework, reducing the need 
for manual preprocessing or expert intervention. 

The findings demonstrate that deep learning can significantly improve emotion 
recognition accuracy, responsiveness, and scalability, thereby contributing to more intuitive 
and empathetic digital systems. The developed model can be effectively integrated into a wide 
range of applications, such as virtual assistants, interactive learning environments, healthcare 
monitoring systems, and intelligent customer service platforms, where understanding user 
emotions plays a crucial role in improving interaction quality and user satisfaction. 

In conclusion, the emotion recognition system presented in this study represents a 
substantial step forward in the development of intelligent and emotion-aware computing 
technologies. The results affirm that CNN-based architectures are capable of learning 
expressive and generalizable features for emotion detection, surpassing the limitations of 
traditional techniques. Future work may focus on expanding the dataset to include 
multimodal emotion inputs, such as speech and physiological signals, optimizing model 
architectures for lightweight deployment, and exploring real-time implementation in mobile 
or embedded systems to further enhance the accessibility and applicability of emotion-aware 
computing. 
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