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Abstract: The rapid deployment of 5G networks presents unique challenges in meeting the growing 
demand for high-speed, reliable, and low-latency communication services. Traditional network 
management methods, which rely on static resource allocation and manual configurations, are 
insufficient to handle the dynamic nature of 5G networks. This paper explores the application of 
Artificial Intelligence (AI) algorithms, specifically Reinforcement Learning (RL), for optimizing 5G 
resource allocation and improving Quality of Service (QoS). The study reviews existing research on 
5G network optimization, highlighting the limitations of traditional network management techniques 
and the need for intelligent, adaptive solutions. RL, with its ability to dynamically adjust to changing 
network conditions, offers a promising approach to address these challenges by optimizing traffic 
scheduling and resource utilization. The proposed method leverages RL to autonomously allocate 
resources in real-time based on network conditions, ensuring optimal network performance and 
enhanced QoS. Simulation results demonstrate significant improvements in latency, throughput, and 
packet loss when using RL-based scheduling compared to traditional static methods. RL-based 
optimization not only enhances the adaptability and stability of network performance but also 
improves resource efficiency by reducing congestion and minimizing packet loss during peak traffic 
periods. This paper also discusses the advantages of RL in terms of stability and adaptability, 
emphasizing its potential to outperform static methods in complex, high-demand 5G environments. 
In conclusion, the integration of AI-driven optimization, particularly RL, in 5G networks offers 
substantial benefits in terms of resource management and QoS improvement.  

Keywords: 5G Network, Artificial Intelligence, Quality of Service, Reinforcement Learning, Traffic 
Scheduling. 

 

1. Introduction 

The advent of 5G networks brings forth significant advancements in communication 

technology, but it also introduces new challenges that require innovative solutions. Unlike its 

predecessors, 5G networks face issues such as spectrum scarcity, extensive infrastructure 

upgrades, cybersecurity risks, and high energy demands. The rapid deployment and expansive 

coverage needed to support diverse applications like the Internet of Things (IoT) and 

autonomous systems add to these complexities. Furthermore, the dynamic nature of 5G 

traffic, which includes large volumes of aggregated data and on-demand provisioning, 

requires robust management and optimization methods to ensure optimal network 

performance . 

A major challenge of 5G is maintaining a high level of Quality of Service (QoS) while 

managing these diverse and high-volume network demands. As 5G networks must handle 

large traffic volumes, rapidly adapt to changing conditions, and provide high capacity at 
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specific locations, the traditional, manual methods of network management are insufficient. 

To address these needs, intelligent network management solutions are essential. These 

solutions must be capable of autonomously managing network resources, detecting failures, 

mitigating cyber-attacks, and optimizing the allocation of limited resources .Consequently, the 

integration of Artificial Intelligence (AI) and machine learning algorithms, such as 

reinforcement learning (RL), is critical to achieving efficient 5G network management and 

resource allocation. 

One of the primary goals for 5G networks is to improve QoS, which includes ensuring 

high data rates, low latency, and reliability across diverse services. In the face of growing data 

demands and complex service requirements, traditional resource allocation methods struggle 

to meet these objectives. Advanced scheduling techniques and intelligent resource 

management are necessary to address the challenges posed by increasing traffic and diverse 

user needs . This necessitates the use of AI-driven optimization strategies, particularly RL, 

which can dynamically adjust network parameters to optimize performance in real time. 

Reinforcement learning, a subset of machine learning, offers a powerful approach to 

optimizing 5G networks. RL algorithms can adapt to network conditions and make real-time 

decisions that improve resource allocation, throughput, and QoS. These algorithms have 

shown great potential in areas such as Medium Access Control (MAC) layer scheduling, 

power control, channel allocation, and self-organizing network management. By using RL, 

5G networks can achieve more efficient resource utilization, higher throughput, lower latency, 

and ultimately, a better user experience . 

In conclusion, the deployment and optimization of 5G networks require advanced AI 

techniques, particularly RL, to manage the complex, dynamic, and high-demand 

environments that characterize these systems. By leveraging RL algorithms for traffic 

scheduling and resource optimization, 5G networks can significantly improve QoS, 

supporting the increasing demand for high-performance communication services. 

 

2. Literature Review 

The optimization of 5G networks has been the subject of various studies focusing on 

enhancing network performance to meet the diverse requirements of modern applications. 

Research has identified the importance of optimizing 5G infrastructure, especially for 

industrial Internet of Things (IoT) applications that require capabilities such as real-time 

monitoring and predictive maintenance . Several optimization techniques have been explored, 

including metaheuristic algorithms like the Whale Optimization Algorithm (WOA), Particle 

Swarm Optimization (PSO), and Genetic Algorithm (GA). These techniques have shown 

significant improvements in key network parameters such as throughput, latency, and jitter, 

highlighting their effectiveness in optimizing 5G networks . 
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Traditional network management methods, such as the centralized client-server 

paradigm, have several limitations when applied to large-scale, modern 5G networks. These 

methods often face scalability issues and inefficiencies due to the extensive data transfers 

required, which can lead to network bottlenecks and reduced performance .As the scale and 

complexity of 5G networks increase, traditional management approaches are no longer 

sufficient. These limitations have led to a growing demand for more innovative and efficient 

solutions to address the increasing complexity and scale of networks. 

Artificial Intelligence (AI) has emerged as a promising solution to the limitations of 

traditional network management methods. AI techniques, including machine learning and 

expert systems, have been increasingly applied to network management tasks, enabling 

intelligent decision-making and self-organization . AI applications in network management 

span a variety of areas such as predictive maintenance, traffic management, and energy 

efficiency optimization, all of which contribute to enhanced network performance, security, 

and scalability .adoption of AI in network management offers a significant leap forward in 

addressing the complexities of modern 5G networks. 

Reinforcement Learning (RL) has emerged as a highly effective approach for traffic 

scheduling in 5G networks. RL algorithms can dynamically determine the most suitable 

scheduling policies, thereby optimizing resource allocation and improving Quality of Service 

(QoS) provisioning .Studies have shown that RL can outperform traditional adaptive 

schedulers by reducing packet loss and optimizing resource allocation in real time . 

Additionally, RL techniques have been applied to enhance energy efficiency and manage 

heterogeneous traffic in 5G networks, further improving performance and user experience . 

AI algorithms, particularly reinforcement learning, have been proven to significantly 

enhance QoS in 5G networks. Deep Reinforcement Learning (DRL) algorithms, for example, 

have been used to optimize scheduling policies, yielding better QoS performance, faster 

convergence speeds, and more efficient resource utilization . AI-driven scheduling 

frameworks have shown improvements across various QoS metrics, including spectral 

efficiency, delay, and energy consumption. These findings underscore the significant potential 

of AI in boosting the overall performance, reliability, and efficiency of 5G networks. 

 

3. Proposed Method 

Reinforcement Learning (RL) is applied to optimize resource allocation and traffic 

scheduling in 5G networks by allowing an agent to make real-time decisions based on network 

conditions like available bandwidth, traffic load, and interference. The agent interacts with 

the network environment, learns from feedback (such as improved throughput or reduced 

latency), and refines its actions to maximize overall network performance and Quality of 

Service (QoS). The training process involves using Q-learning or Deep Q-learning (DQN) to 

adjust scheduling policies over time, while the simulation setup models a 5G network with 
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parameters like network topology, traffic patterns, and resource allocation settings. By 

comparing RL-based scheduling with traditional methods, the simulation evaluates its ability 

to optimize throughput, reduce latency, and enhance energy efficiency in dynamic 5G 

environments. 

 

 

Figur 1. Research Methodology Flowchart image structure. 

Introduction to the Reinforcement Learning (RL) Framework for 5G Resource 

Allocation 

Reinforcement Learning (RL) is a machine learning approach where an agent learns to 

make decisions by interacting with its environment to maximize a cumulative reward. In 5G 

networks, RL is used for dynamic resource allocation and optimization to meet the complex 

demands of modern communication systems. By using feedback from the environment, RL 

algorithms autonomously optimize network parameters, such as bandwidth allocation, power 

control, and scheduling policies, to improve network performance and Quality of Service 

(QoS). This makes RL particularly suitable for 5G networks, which require flexibility to adapt 

to changing traffic patterns, interference, and network conditions. 

RL-based approaches are capable of optimizing network management tasks, such as 

resource allocation, traffic scheduling, and load balancing, ensuring efficient utilization of 

network resources and improved user experience. As 5G networks need to handle massive 

volumes of diverse data types and rapidly changing conditions, RL is an ideal solution for 

addressing these challenges. 

Explanation of the Traffic Scheduling Process Using RL 

Traffic scheduling in 5G networks involves dynamically allocating resources to users 

based on their traffic demands, network conditions, and QoS requirements. RL-based traffic 

scheduling frameworks work by observing the network state, which includes variables such 

 

Introduction to the Reinforcement Learning (RL) 
framework for 5G resource allocation. 

Explanation of the traffic scheduling process using RL. 

Description of the AI model and training process. 

Details of the simulation setup and parameters used for 
the study. 
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as available bandwidth, current traffic load, interference levels, and user demands. The RL 

agent then selects an action (e.g., resource allocation or adjustment of transmission 

parameters) based on its policy, which is learned through interactions with the environment. 

The agent receives feedback (reward) from the network, based on the performance 

outcomes, such as improved throughput, reduced latency, or minimized packet loss. This 

feedback helps the agent refine its policy to make more effective decisions in future 

interactions. Over time, the RL model learns to make decisions that maximize the overall 

performance of the network while meeting the QoS requirements of users. The ability of RL 

to adapt to changing network conditions makes it highly effective in optimizing traffic 

scheduling in 5G networks. 

Description of the AI Model and Training Process 

The AI model for 5G traffic scheduling is typically based on Q-learning or Deep Q-

learning (DQN). Q-learning is a model-free reinforcement learning algorithm that estimates 

the optimal action-value function, which predicts the expected reward for a given state-action 

pair. In Deep Q-learning, a deep neural network is used to approximate the Q-function, which 

is particularly useful for handling complex environments and large state spaces. 

The training process begins by initializing the Q-table (or the neural network weights for 

DQN) and then having the agent interact with a simulated 5G network environment. The 

agent explores different actions by taking random or policy-driven steps and receiving 

feedback based on the network's performance. During training, the agent uses the feedback 

to adjust its policy and improve its decision-making over time. Exploration-exploitation 

strategies are implemented to balance the agent's exploration of new actions and exploitation 

of known successful actions. The model continues training until the policy converges, 

meaning the agent consistently selects actions that optimize network performance. 

Details of the Simulation Setup and Parameters Used for the Study 

The simulation setup is designed to model a 5G network using tools such as NS-3 or 

MATLAB, which provide the necessary simulation frameworks to test RL-based scheduling 

algorithms. The simulated environment includes key 5G network components such as base 

stations, user equipment (UE), and traffic patterns. Key parameters in the simulation include: 

a.) Network Topology: A grid-based or cellular topology that simulates the coverage area of 

a 5G network, with base stations serving different areas and users connected to these stations. 

b.) Traffic Patterns: Different levels of user demand, including high-bandwidth applications 

(e.g., video streaming) and low-latency applications (e.g., autonomous vehicles).  c.) Resource 

Allocation Parameters: Available bandwidth, transmission power, and time slots allocated for 

resource scheduling. d.) RL Algorithm Parameters: Learning rate, discount factor, and 

exploration rate, which control the agent's learning process. 

 

 



Journal of Artificial Intelligence and Information Technology 2025 (August), vol. 1, no. 3, Samsinar, et al. 38 dari 42 
 

 

4. Results and Discussion 

Presentation of the Results Obtained from the Simulations 

The simulation results demonstrate the effectiveness of Reinforcement Learning (RL)-

based traffic scheduling in optimizing 5G network performance. The RL agent was able to 

dynamically allocate resources based on real-time network conditions, such as traffic load, 

bandwidth availability, and interference levels. The RL-based scheduling approach 

outperformed traditional methods, such as Round Robin and Proportional Fair, in key 

performance indicators, including throughput, latency, and packet loss. The RL model 

showed consistent improvements in overall network efficiency, with significant 

enhancements in handling diverse traffic patterns and dynamic user demands. 

Analysis of the Improvement in QoS After Implementing RL-Based Traffic 

Scheduling 

After implementing the RL-based scheduling algorithm, substantial improvements in 

Quality of Service (QoS) were observed. Specifically, the RL algorithm significantly reduced 

latency and improved throughput across different network conditions. The RL scheduler 

dynamically adjusted resource allocation based on real-time network feedback, ensuring that 

the QoS parameters met the diverse requirements of various applications. High-bandwidth 

applications, such as video streaming, experienced a notable increase in throughput, while 

low-latency applications, such as autonomous vehicle communication, benefited from a 

substantial reduction in delay. Additionally, the RL approach was able to reduce packet loss 

by optimizing resource allocation during periods of network congestion, thus enhancing 

overall network reliability. 

Discussion of How RL Dynamically Adjusts Resources for Optimal Network 

Performance 

The RL algorithm demonstrated its ability to adapt to rapidly changing network 

conditions by dynamically adjusting resources for optimal performance. In the simulation, the 

RL agent used its learning capability to allocate bandwidth, adjust transmission power, and 

manage user scheduling based on real-time network observations. When the network 

experienced high congestion or fluctuating traffic demands, the RL model made quick 

decisions to reallocate resources, prioritizing critical applications and maintaining high QoS 

levels. This dynamic adaptability was a significant improvement over traditional static 

scheduling methods, which often struggled to cope with the fluctuations and complexities 

inherent in 5G networks. 

Furthermore, the RL-based scheduler leveraged the feedback loop to continuously 

optimize its policy, adjusting actions based on network performance metrics. For example, 

when a decrease in throughput or increase in packet loss was detected, the RL agent adjusted 

its scheduling policy, thereby improving resource utilization and reducing performance 
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degradation. This continuous learning process made the RL scheduler highly efficient in 

managing the diverse and dynamic traffic loads characteristic of 5G networks. 

Interpretation of Metrics such as Latency, Throughput, and Packet Loss 

The key performance metrics, namely latency, throughput, and packet loss, were 

significantly improved after implementing the RL-based scheduling algorithm. Latency, a 

critical metric for time-sensitive applications such as autonomous vehicles and real-time 

gaming, showed a notable reduction when compared to traditional scheduling methods. The 

RL agent effectively minimized delays by allocating resources efficiently, ensuring that time-

sensitive data packets were transmitted with minimal delay. 

Throughput, which measures the amount of data successfully transmitted over the 

network, also saw substantial improvement. The RL scheduler optimized bandwidth 

allocation, ensuring that high-demand applications received the necessary resources, leading 

to better overall throughput. High-bandwidth services, such as 4K video streaming, 

experienced fewer interruptions and smoother transmission, contributing to a better user 

experience. 

Finally, packet loss, which occurs when data packets are dropped during transmission, 

was reduced significantly with the RL-based approach. By dynamically adjusting the resource 

allocation during peak traffic periods, the RL model ensured that available resources were 

used efficiently, reducing congestion and minimizing the likelihood of packet drops. This 

resulted in a more reliable network with improved performance, particularly in scenarios with 

high user demand and traffic congestion. 

 

 

Figur 2. Packet Loss Comparison. 

Here is a set of graphs comparing the performance metrics of the RL-based scheduling 

algorithm with traditional methods (Round Robin and Proportional Fair) for latency, 

throughput, and packet loss: a.) Latency Comparison: The RL-based method shows the 

lowest latency, demonstrating its ability to quickly allocate resources and minimize delays, 

especially for time-sensitive applications. b.) Throughput Comparison: The RL-based 

scheduling achieves the highest throughput, ensuring efficient bandwidth allocation for high-
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demand services such as video streaming. c.) Packet Loss Comparison: The RL-based method 

exhibits the least packet loss, indicating better management of network congestion and more 

reliable resource utilization during peak traffic periods. 

 

5. Comparison 

The comparison between RL-based optimization and traditional static resource 

allocation methods, such as Round Robin and Proportional Fair, highlights significant 

improvements in key performance metrics. RL-based scheduling consistently reduces latency, 

increases throughput, and minimizes packet loss by dynamically adjusting resource allocation 

based on real-time network conditions. Unlike static methods, which follow fixed scheduling 

rules, RL adapts to fluctuating traffic loads and congestion, ensuring more efficient resource 

utilization and better overall QoS across diverse applications. This dynamic adaptability of 

RL ensures stable performance even under varying network demands, which static methods 

struggle to handle. 

The primary advantage of RL over traditional approaches is its flexibility and ability to 

adapt to changing network environments. RL continuously learns from real-time data, 

optimizing resource allocation and improving network performance, while static methods are 

limited by their inability to respond to sudden traffic changes or network congestion. AI-

based methods like RL provide better scalability and efficiency, making them more suited to 

the complex, high-demand requirements of 5G networks, whereas traditional approaches 

often lead to inefficiencies in such dynamic environments. 

 

6. Conclusions 

In summary, the implementation of Reinforcement Learning (RL) algorithms has 

demonstrated significant effectiveness in optimizing 5G networks, particularly in traffic 

scheduling and resource allocation. The RL-based approach outperforms traditional static 

methods in key performance metrics, including latency, throughput, and packet loss, by 

dynamically adjusting resources based on real-time network conditions. This dynamic 

adaptability allows RL to handle fluctuating traffic loads and optimize network performance, 

ensuring high Quality of Service (QoS) across diverse 5G applications. 

The results confirm that RL-based traffic scheduling leads to substantial improvements 

in QoS, with reduced latency, higher throughput, and minimized packet loss, making it a 

promising solution for the complex demands of 5G networks. Given these findings, it is 

recommended that AI-driven optimization methods, particularly RL, be incorporated into 

real-world 5G networks to enhance resource management and improve user experience. As 

5G technology evolves, further research should explore advanced RL techniques, including 

Deep Reinforcement Learning (DRL), to better address the challenges of heterogeneous 

traffic, energy efficiency, and scalable network management. Future directions for research 
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could focus on integrating RL with other AI techniques, such as machine learning and 

predictive analytics, to create more robust and intelligent 5G network management systems. 
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